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-
. System Model

X1 = M(xk)+ 1k, xk € R",  nx ~ model uncertainty, Q
b vk = H(xx)+ 0k, yxk € R™, Jx ~ sensor noise, R
"
Linearization
: Xer1 = Mixe+---
g Yo = Hixe+---

Both n and m are very large. In daily operations, only a small part of
sensor data is used.
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" 4D-Var
e It is an effective method to provide estimation results with an
affordable computational load.

e The method does not provide information about error covariance.
& e |t requires tangent linear models and adjoint models.
EnKF

e EnKF does not require tangent linear model and adjoint model

e |t contains partial information about error statistics

e Undersampling and rank deficiency

o Filter divergence, inbreeding, spurious correlations
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Sparsity-based filters: The goal is to avoid rank deficiency, provide
more error covariance information, and achieve granularity control for
| optimal parallelism.

| A variety of parallel computing architectures are available; and new
« technologies are being developed rapidly.

e Multi-core CPU
e General-purpose GPU

Clusters or massively parallel computing

Grid computing

Application-specific integrated curcuits
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Sparsity of error covariance

Ensemble Sparse Covariance

X

XX

XXX

XXXX

0OXXXX

00XXXX

000XXXX

0000XXXX

00000XXXX
000000XXXX
0000000XXXX
00000000XXXX
000000000XXXX
0000000000XXXX
00000000000XXXX
000000000000XXXX
0000000000000XXXX
00000000000000XXXX
000000000000000XXXX
0000000000000000XXXX

X X X X X X X X X X X XXX XXX XXX
X X X X X X X X X X X XXX XX XXXX
X X X X X X X X X X X XXX XX XXXX
X X X X X X X X X X X XXX XXX XXX
X X X X X X X X X X X XXX XXX XXX




7 NAVAL

FOSTGRADUATE Sparsity-based Filters

¢/ scHOOL

pe-|
" Sparsity based methods

e Approximately sparse error covariance

Ngp = maximum number of nonzero entries in columns

Z;(P) = indices of nonzero entries in the ith-column

e Component-based numerical model

M(xP; I) or MMP

7 = indices of entries to be evaluated
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A progressive approach

-
Assume

MPcM] = Py + APy 4

To estimate APy 1, assume

& M1 =14+ AMy

MiPkcM = (I + AM)Pe(1 + AM])
= Pk + AMgPy + (AMP) T + - -
~ (M(xk + 0Pk) — M(xx)) /6
+ (M 4 0Px) — M(xi)) " /6 — Py
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| Prograssive KF
Joies|
Background x|, and Pk|k (sparse covariance approximation)

Forecast Xy i1k = M(Xk|k)
Yier1k = H(xuk)

Pliﬁ-l\k <Mcomp(xk|k + 5Pk\k) Mcomp(Xk|k)) /6

T
(Mcomp(xk|k Plifk) McomP(Xk|k)> /5
_’Dkl\)k +Q

Analysis K = P,fi”kH,(TH(HkHP,fil‘kaTH+R)‘1

ok X 1)k+1 = Xk1k T K(Vk+1 — Y1)
h
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Computational load

Progressive KF number of model
Full model components evaluation
M(Xk)

M (xk + 0Pk (:, 1)) (n+1)nN,
i=1,2,---,n N,- progressive steps

Progressive KF
Component-based model

M (xk)
M(Xk+(5Pk(Z,i),Z;(P)) (N5p+1)an
A | i =1,2,---,n
. " | Ensemble KF
[ M(xD)
E;{;J‘q% =12, Neps Nensn

3
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Avoid rank deficiency and achieve granularity control

Ensemble Sparse Covariance

>

X
Rank: XX » P has full rank
N AL > Ny, is a variable

ens XX XXX L .
0000XX » Tasks can be grouped in different size:

Size: 00000XX Coarse-grained, medium-grained, fine-grained
nx N, 000000XX 5 plgcalization is straightforward
ens 0000000XX
00000000XX
000000XXXXX
0000000XXXXX
00000000XXXXX
00000000000XXX
000000000000XXX
0000000000000XXX
00000000000000XXX
000000000000000XXX
0000000000000000XXX
00000000000000000XXX
000000000000000000XXX

XX X X X X X X X X XXX XXXXXXX
XX XX XXX XXXXXXXXXXXXX
XX XXX XXXXXXXXXNXNXNXNXNXX
XXX XXX XXXXXXXXXXXXX

XX X X X X X X XXX XXXXXXXXX
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M Lorenz-96 model

dx; .
Ti:(xi+1_xi—2)xi—l_xi+F7 i=1,2,---.m
Xm+1 = X1
Discretization - 4th-order RK | |
’ 1 bl Ll ol o H ‘\
X = M) if uifth il A M |
At =0.025 x / “ ‘mw‘\“‘ \,/'n LN I
- T
" =8 z ‘|‘ \t ‘;‘M‘ \w M\ M Il \l/
o m = 40 LR
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A comparison
NV = 1000 initial states in [—1 1] - uniform distribution.
Neijer = 4000 filter steps
m = 20 measurement locations

R=1
EnKF vs Progressive-KF
Filter Size CMPT T ____ I —
EVAL o |
EnKF | Ngps =10 | 400
P-KF | Nyp=7
N,=1 | 320 200
P-KF | Ny, =11
N, =2 480x2 “ry ==
] == 4
P-KF | Ny =11 B -
Np =3 480x3 - N'En£ﬁ0 NP£F7 w’P5F11 \P5F11 e
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A comparison
NV = 1000 initial states in [—1 1] - uniform distribution.
Neijer = 4000 filter steps
m = 20 measurement locations

EnKF vs Progressive-KF

Filter Size CMPT [ ____1_____ J

EVAL
EnKF | News = 10 | 400
P-KF | Ny =7

Small Variation

N, =1 320 g“ Reduced I/0 cost
P-KF | N =11 sy
N, =2 480x2 | ==
] ==
P-KF | N, =11 — == L J
Np =3 480x3 o2 wE"ﬁo NP}iF7 VPI‘;F“ \PKF“ UkF
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Unscented KF (UKF)

Joies|
o-points X/i\k' 0<i<2n
0 _
Xilk = Xklk
Forecast  x; 4, = M(x; ), Yirak = HOG k) 0<i<2n
2 2

n n
- i /0 i
Xk+1 = E :Wka+1\k' Yk+1 = E :lekJrl\k

i=0 i=0
2n
i i T

' Prstie = Y wildxi 1 (Ax) " + @

3 i—0 \
Loy i AL -
A Axp iy = Xk+1)k — Xk+1
'rmu Wo = K Wi = K
?v{?‘: 0= n¥x' Wi = 2(n+r)
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| UKF (Cont.)

Joies|
2n _ )

Analysis  PY = " wilyj1(Ayi1)T + R Aykpr = Y — Yk

i=0

R ’2n ) )
i=0

KpPYY _ P

Update

Xigilkt1 = k1 + K(Yar1 = er1)

Priertiiert = Preae = K(PT
Xk+1\k+1 = Xk41lk+1 T \/(n + &) Piyijks1, i =1,2,- 10

i _ e
Xk+1|k+1 = Xk+1lk+1 — \/(” + “)Pk+1\k+1: iI=n+1---,2n
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i Sparsity of square root matrix

~" Theorem (S. Toledo). If P is a symmetric positive definite matrix. The
amount of storage for a Cholesky decomposition of P is O(n + 2n(P)),
where 7(P) is the number of nonzero entries in P.

Hi%

Assumption: The sparsity patterns of P and (\/ﬁ)f are known.
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Sparse UKF
| Sparse X/?\k = Xk|k
o-points o', Z; (sparsity index) 1<i<n

o _ 0
Forecast Xiep1lk = MOxg)s

comp(,0 i I+n _ comp(,0 _ i
Xk+1\k METP(x + o), Xkt1lk = METP(x — o)
0
Yisilk = H(Xk+1\k'>1 Xk—o—l\k) 1<i<2n
2n 2n
X1 = wi(Xi 1 T X 1)y Vkel = Wiy,
k+1 = IXk+11kPT X1 k) Vi1 = Yk+1]k
i=0 i=0
i 2n
psP (A i (A i )T SP+Q
R k+1|k Wi Xp+1\ B2 X111
-h,\‘ i=0 . . 0
B — K L — K 1 - 1 _ v
?[,;'p‘ Wo = e Wi = aiaa) DX = Xep1 kT X1 — Rkt

Ll
h x;¥ b7 x2 - merging operation.
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2n

Analysis  PY = " willyi 1 (Ayi1)T Ayiiy = Vi — en
by

& P = Z W;AXL+1(AyL+1)T

KPw = P

Xiet1k+1 = Xk+1 + K(Vis1 — Vir1)

2 T\SP
W Update Pl = Pt — (K(P)T)
1.,,,,!\ J’I'N\/(”+”)’Diil|k+1v I=12--,n
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A comparison
" NV = 1000 initial states in [~1 1] - uniform distribution.
Neijer = 4000 filter steps
m = 20 measurement locations

R=1
EqKF vs Sparse-U!(F
Filter Size | CMPT sl |
EVAL 08l
EnKF | Noe — 10 | 400
SUKF | N, =7 | 600 s
SUKF | Ny =11 | 920
o L] == |
TR, g g e
o B =1(P) TP =1(P)
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- A comparison

" N =1000 initial states in [~1 1] - uniform distribution.
Neijer = 4000 filter steps

m = 20 measurement locations

R=1
i EqKF vs Sparse-U!(F i
Filter Size CMPT ot [
EVAL 08l
EnKF Nens =10 400 07f
w Small Variation
S-UKF NSP =7 600 %0'6 Reduced 1/0 cost
SUKF | N, =11 | 920
of ] = J
e g gw e
o B =1(P) TP =1(P)
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lwiesd Progressive KF | Sparse UKF
Full rank covariance v v
Small variation v v
Reduced 1/0 cost v v
Pii1 =~ P+ APy v

Cholesky decomposition v
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Summary

|

i

3

Progressive KF | Sparse UKF
Full rank covariance v v
Small variation v v
Reduced 1/0 cost v v
Pii1 =~ P+ APy v
Cholesky decomposition v

Thank you!



